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Abstract
Master of Science in Natural Language Processing

Psylve - A Text-to-Ontology Information Extraction Framework for the
Occurrence Distribution of Plant Pathogen Vectors

by Elisa LUBRINI

Diseases due to insect-borne plant pathogens have a large negative effect on the
world’s agricultural industry. An effective way to anticipate disease outbreaks can
be to infer risk maps of vector introduction and spread from known occurrence data.
However, compiling this type of data manually is time consuming and laborious, es-
pecially due to the recent spike in publicly available data. To address this issue, this
work describes attempts at facilitating researchers’ workflows by using approaches
to automate the extraction of vector related information from literature.

To carry out this automation, we developed PsylVe, a solution initially targeted
at psyllid vectors that encompasses document recollection, Natural Language Pro-
cessing (NLP) and Knowledge Representation (KR) techniques. PsylVe includes a
working NLP pipeline, and a fully documented methodology. The NLP pipeline is
based on the adaptation of an existing pipeline, Omnicrobe, on microbial biodiver-
sity that bears many similarities with epidemic events.

We conducted a quantitative (precision, recall, and F1-score) and qualitative (six
qualitative criteria for text mining pipeline evaluations) evaluation of results ob-
tained with PsylVe and compared them to a manually compiled dataset of observa-
tions on Cacopsylla pruni responsible for the spread of a pathogenic bacterium in fruit
tree orchards in Europe. From the outset, we designed the PsylVe Framework to be
transferable to other plant disease vectors, as well as human and animal diseases.
We have also designed an application for the extraction of texts from PDF docu-
ments and an original formal ontology that enables the representation of the data
and of the knowledge on vector-borne diseases. Various projects in the MaIAGE de-
partment of INRAE have already started integrating the PsylVe framework in their
workflow and concrete plans to develop it further were made in order to expand its
usage to new biological domains.

HTTPS://WWW.UNIV-LORRAINE.FR/EN/UNIV-LORRAINE/
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Glossary

abiotic Abiotic variables include all elements playing a
role in the distribution of diseases that do not pos-
sess genetic material (as opposed to bacteria and
viruses). Examples of abiotic variables are ele-
ments such as wind, water and heat.

AlvisNLP AlvisNLP is a software for the assembling of NLP
pipelines developed at MaIAGE, INRAE.

anaphora Anaphora is a linguistic phenomenon where a
same entity is referred to multiple times, possibly
via a different wordform (Liddy, 1990).

Bash Bash (Bourne Again Shell) is a Unix shell and com-
mand language. (Loshin, 2021).

BEYOND BEYOND (2021- 2026) is a project funded by ANR.
biodiversity Biodiversity, a contraction of the term "biological

diversity" refers to the biotic variation that extents
from all genes to ecosystems, (Wilson et al., 1988).

concept lattice In graph theory, a concept lattice consists of a par-
tially ordered set in which every pair of elements
has a unique supremum (also called a least up-
per bound or join) and a unique infimum (also
called a greatest lower bound or meet). They can
be used to perform both inference and induction.
(Belohlávek, 2008).

Deep Learning Deep Learning is a part of the broader family of
Machine Learning. Its methodology is based on
deep artificial neural network architectures with
representation learning. It is also a critical com-
ponent of data science, which also covers statis-
tics and predictive modelling. The aim of Deep
Learning is to imitate the way that specific types
of knowledge are acquired by humans (Burns and
Brush, 2021).

https://github.com/Bibliome/alvisnlp
https://www6.inrae.fr/beyond/
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disease surveillance Disease surveillance is an information-based activ-
ity involving the collection, analysis and interpre-
tation of large volumes of data originating from a
variety of sources. The information collated is then
used in a number of ways to evaluate the effective-
ness of control and preventative health measures
(HPSC, 2019).

ecological preference Ecological preference refers to the associations of
species with habitats and with the food they con-
sume (Underwood, Chapman, and Crowe, 2004)

epidemiology Epidemiology is the scientific, methodological,
and data-driven study of the causes of health out-
comes and illnesses in defined populations (Dis-
ease Control and Prevention, 2021).

F1-score F1-score is a measurement whose primary appli-
cation is to compare the performance of two classi-
fiers. It is calculated by taking the harmonic mean
of a classifier precision and recall (Team, 2022).

FCA Formal Concept Analysis) (FCA) is a method to
derive partial hierarchies among elements and the
respective attributes (Ganter and Wille, 2012). An
extension of FCA is constituted by pattern struc-
tures (Belfodil, 2019), a tool used for the database
analysis in Section 4.1.2, useful in the identification
of subgroups (Lumpe and Schmidt, 2015).

First Order Logic First order logic is a subset of formal logic in math-
ematics. As opposed to propositional logic, first
order logic covers predicates and quantification to
define axioms and formulas. Each of its statements
or phrases is broken down into a subject and a
predicate. (Contributor, 2005).

geographical distribution Geographical distribution refers to the natural
arrangement and apportionment of the various
forms of animals and plants in the different re-
gions and localities of the earth (Merriam-Webster,
2022a).

GIS Fruits GIS Fruits is a scientific interest group in the
French fruit industry, involved in research, devel-
opment, training and professional organization,
with the aim of implementing a long term com-
mon strategy for research and agricultural inno-
vation. It finances the internship whose work is
described in the current thesis.

host plant In the context of psyllid habitats, a host plant is a
plant on which the insect completes its immature
to adult life cycle. (Burckhardt et al., 2014).

https://www.gis-fruits.org/
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Machine Learning Machine learning (ML) is a type of AI method that
allows software applications to become more ac-
curate at predicting outcomes by "learning" how
to predict from input data (Mitchell et al., 1990).

MaIAGE MaIAGE stands for Mathématiques et Informa-
tique Appliquées du Génome à l’Environnement
(Applied Mathematics and Informatics from
Genome to the Environment). It is a labora-
tory that brings together mathematicians, com-
puter scientists, bioinformaticians, and biologists
to work on biology, agronomy, and ecological chal-
lenges.

natural language Natural language refers to any language that, as
opposed to artificial ones, has evolved naturally
among humans via use without deliberate plan-
ning or premeditation.

normalisation Text normalisation refers to the process of reduc-
ing wordforms in a text to their base form (Baggia
et al., 2010), for example by obtaining the root of
a verb across conjugations or, in some languages,
that of a modifier without its gender agreement.

Omnicrobe Omnicrobe is an application that includes an NLP
workflow and an open-access database of micro-
bial habitats and phenotypes that employs ex-
tensive text mining and data fusion techniques
(Dérozier et al., 2022a).

ontology Ontologies are a formal device to better repre-
sent natural language and organise knowledge
expressed by it (Alatrish, Tošić, and Milenković,
2014).

partially ordered set A partially ordered set (or poset) is a set taken to-
gether with a partial order on it. Formally, a par-
tially ordered set is defined as an ordered pair
P = (X,<=), where X is called the ground set of
P and <= is the partial order of P.

pathogen Pathogen is a specific causative agent (such as a
bacterium or virus) of disease (Merriam-Webster,
2022b).

pest As a general term, pest refers to an organism that
is undesirable due to its destructive nature. In
biological terms it often refers to crops and ani-
mals. Insect pests in agricultural systems are a ma-
jor source of crop production and storage damage
globally (Dangles et al., 2009).

https://maiage.inrae.fr/
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phylogenetic tree In evolutionary biology, phylogenetic tree refers to
a tree showing phylogenetic relationships of a set
of taxa.

phytoplasma Phytoplasma are bacteria causing diseases in
plants with consequences ranging from yellowing
of the leaves, to death.

pipeline A pipeline in computer science, is a group of data
processing components connected in sequence,
each of which feeds data into the next component.

polysemy Polysemy is the linguistic phenomenon where a
token corresponds to an ’ambiguous word’ bear-
ing more than one possible meaning, usually de-
termined by context.

precision Precision is a measure of a machine learning
model performance. It measures the quality of a
positive prediction provided by the model. It is
calculated by dividing the number of true posi-
tives by the total number of positive predictions,
or else the number of true positives plus the num-
ber of false positives (Arora, Kanjilal, and Varsh-
ney, 2016).

psyllid Psyllids or jumping plant-lice constitute the super-
family Psylloidea Latreille, 1807 of the hemipter-
ous Sternorrhyncha Duméril, 1806 with world-
wide about 4000 described species (Burckhardt,
Ouvrard, and Percy, 2021).

PsylVe PsylVe (March-August 2022) is an internship
project hosted by INRAE. Within the context of
this thesis, the name can refer to the PsylVe Frame-
work, the tool developed, the ontology, or the
overall project.

recall Recall is a measure of a machine learning model
performance. It measures the number of relevant
elements retrieved by the model. In order to be
calculated the number of true positive elements is
divided by the number of the relevant elements
(Arora, Kanjilal, and Varshney, 2016).

regex Regular expressions are rules based on regular
grammars that allow to recognize if a given input
matches an expected pattern. A classical example
is the use of rules to recognize string patterns.

shelter plant In the context of psyllid habitats, a shelter plant is
a plant on which the insect overwinters and occa-
sionally feeds (Burckhardt et al., 2014).

species complex A species complex is typically considered as
a group of close, but distinct species (Brown,
Frohlich, and Rosell, 1995).
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state of the art The term "state of the art" refers to the most
recent/up-to-date version of a given technology,
normally the best performing at any given time.

structured data Structured data is a standardized format for pre-
senting information and categorising it. HTML
tables, HTML lists, and back-end Deep Web
databases are all examples of structured data on
the Web (Cafarella, Halevy, and Madhavan, 2011).

supervised Machine Learning Supervised Machine Learning is the process of
providing labelled data to the Machine Learning
algorithm.

taxon A taxon is any of the groups composing a taxon-
omy, independently from the rank (species, fam-
ily, class, etc.). Examples of taxons used in this
thesis are C. pruni - a species complex of psyllids
species - and Ca. P. prunorum a species corre-
sponding to a pathogen.

taxonomic nomenclature Taxonomic nomenclature is a formal method of
naming that is used to identify taxonomic group-
ings. Accurate and suitable application of nomen-
clature is often used to minimize ambiguities and
errors (Rivera et al., 2014).

taxonomy The study targeting the definition of groups of
biological organisms based on shared character-
istics, their naming and hierarchical structuring.
It includes the development of phylogenetic trees
which group related organisms and show the ge-
netic relationships between them.

text mining Text mining refers to the process of examining col-
lections of documents to discover new information
or help answer specific research questions. In the
field of NLP, it includes tasks such as information
retrieval, information extraction and question an-
swering.

token A token is the smallest unit which a corpus is made
up of. It normally refers to punctuation and any
unit of text separated by either spaces or punctu-
ation itself, although some common tokenisation
methods aim more generally at separating mor-
phemes, whether concatenated or not. (Graën et
al., 2018; Webster and Kit, 1992).

turtle Turtle is a syntax of a language that allows non-
XML serialization of RDF models, characterised by
compactness and human readability.
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unstructured data Unstructured data refers to data that are not kept
in a structured database format (Eberendu, 2016).
Unstructured data often consists of bitmap im-
ages/objects, free text, email, and other non-
database data formats (Feldman, Sanger, et al.,
2007).

vector A vector is any organism that acts as a carrier of an
infectious agent from one species to another (Wil-
son et al., 2017).

Western Palaearctic Western Palaearctic corresponds to the Western re-
gion of one of the eight biogeographic realms di-
viding the Earth’s surface.

XML Extensible Markup Language is a markup lan-
guage and file format that defines a set of rules
for encoding documents in a format that is both
human-readable and machine-readable.
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C. pruni Cacopsylla (Thamnopsylla) pruni (Scopoli, 1753)
Ca. P. prunorum ’Candidatus Phytoplasma prunorum’

AI Artificial Intelligence
ANR Agence nationale de la recherche
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FCA Formal Concept Analysis)
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Chapter 1

Introduction

1.1 Research Context

FIGURE 1.1: Theoretical geographical distri-
bution map obtained for the psyllid Cacopsylla
(Thamnopsylla) pruni (Scopoli, 1753), species
A, from occurrence (presence/absence) data

(Sauvion et al., 2021).

Vector insects give rise to serious sani-
tary crises all over the world. Such an is-
sue is particularly relevant nowadays as
global changes, such as intensification
of international exchanges and climate
change, are favouring the rise of new
diseases (Jarausch et al., 2019). Mod-
elling the geographical distribution of
vector insects is an increasingly popular
approach in the field of plant pathogen
risk forecasting (see Figure 1.1 for a vi-
sual representation of occurrence data).
However, the output quality of forecast-
ing models heavily relies on the qual-
ity of the input occurrence data, which
is particularly labour intensive and time
consuming to obtain.

An example of such data was collected by the INRAE Montpellier team, which
published a database of occurrence data of a vector insect, carrier of bacteria causing
a disease of fruit plants in Europe (Sauvion et al., 2021). More precisely, the observed
vectors are two psyllids of the C. pruni species complex (see Section 2.1 for more de-
tails on the biological aspects). Most of such occurrence data was manually extracted
and structured from scientific documents.

The launch of an ANR project BEYOND in 2021 was the occasion for the Mont-
pellier team to meet with researchers specialized in text mining from the MaIAGE
unit of INRAE Jouy-en-Josas. This encounter gave rise to an idea for a NLP Master’s
internship proposal aimed at exploring possible solutions for the integration of text
mining techniques in the automation of the occurrence data collection process. and
then comparing their advantages (e.g. speed/ease of access to information) and their
disadvantages/limitations in relation to traditional manual bibliographic research.

The internship constitutes a interdisciplinary work, co-supervised by a biologist-
entomologist, Nicolas Sauvion (INRAE-PHIM, Montpellier) and NLP-specialist, Claire
Nédellec (INRAE-MaIAGE, Jouy-en-Josas), in close collaboration with Robert Bossy
(INRAE-MaIAGE, Jouy-en-Josas).
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1.2 Objectives

The objective of the internship was originally set to the adaptation of an existing
NLP pipeline for the automatisation of the extraction of C. pruni occurrence data,
namely Information Extraction (IE), starting from a variety of documents (see Sec-
tion 3.3 for a description of the document database) and comparing its performances
to the manual approach. It was conceived as a very first step in the exploration of the
specificities of the tasks. However, more ambitious results were considered thanks
to the intern’s keen interest in the biological domain and a swift progress during
the initial stages. The original plans were thus outdone by the creation of a longer
term project, named PsylVe, whose initial stage is described in the current thesis.
The project was subdivided in three main stages, each characterised by an increas-
ingly wide scope with respects to the one preceding it, as outlined in Table 2.1. The
project established an Information Extraction (IE) framework optimised for reuse
by projects in the disease surveillance domain, whose implementation choices were
supported by extensive testing. Exceeding the expectations of the initial objectives,
such framework included a thorough analysis of the results of the IE pipeline in-
cluding an outline of working solutions for future improvements and a Knowledge
Representation of the biological issue, allowing to set the bases for a reasonment
model. All aspects of the framework were addressed and solid bases were set for
future development.

FIGURE 1.2: PsylVe logo

1.3 Contents of this document

The current thesis presents the proposed solution to the automation of the occur-
rence data collection described above. Such solution took the form of a project
planned to span a longer period of time than the internship itself (see Figure 1.3
for a project timeline). Such project was named PsylVe, inspired by two main con-
cepts motivating it: psyllid insects and their role as vector of pathogens.

The following chapters will be organised as follows. Chapter 2 will offer some back-
ground to the problems both from the perspectives of the subjects involved in it,
namely Biology, Natural Language Processing (NLP) and Knowledge Representa-
tion (KR); Chapter 3 will provide an overview of works and tools related to the
project; Chapter 4 will dive into the methodological aspects of the project, empha-
sising the modularity of the overall framework and the ease of replication of each
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FIGURE 1.3: Expected timeline of the PsylVe project

step, even in the case of integration into a different system; Chapter 5 will present
a few experiments to better illustrate the outcome of the various pipeline modules
and evaluate the overall outcomes; finally, Chapter 6 will draw the conclusions and
describe the plan for future development of the project.

Given the high level of interdisciplinarity of this project and, consequently, the het-
erogeneity of the audience to which this document is addressed, a didactic effort
was made with the assumption that each of the introductory topics proposed will be
unfamiliar to at least one reader. Therefore all explanations, including those related
to the Master’s field of study, were approached from a beginner’s standpoint. And
all the field-specific terminology, abbreviations, and notation were gathered into a
glossary which can be consulted at the beginning of the document, with the objec-
tive of making this thesis as accessible as possible independently from the reader’s
background.

Regarding the terminology used to refer to PsylVe specific concepts, they will be
referenced as follows.

The Internship - The employment framework encompassing the work carried
out by the author of the current thesis within a 6 month time period, from
March to August, 2022.

The PsylVe project - The project whose scope encompasses both the current
internship and future employment frameworks based on what outlined in the
current thesis (see Figure 1.3 for a visual representation).

The PsylVe Framework - A computational framework for occurrence data
extraction (currently optimised for psyllid occurrence data, but applicable to
other domains), including a working pipeline, fully documented methodology
and directions for further development as new pipelines are created.

Framework module - In the context of the PsylVe Framework, a "module"
is either each of the main tasks composing it, with its relative subtasks
(see Figure 1.4). At the time of writing, the Framework, is constituted of
five modules: namely database assembling and analysis, data preprocessing,
knowledge base development, information extraction, and evaluation.

The PsylVe Pipeline - The pipeline developed for the PsylVe project, based on
the PsylVe Framework. Pipelines based on the PsylVe Framework can use the
PsylVe Pipeline as reference for a fully working example.

Pipeline module - In the context of the PsylVe Pipeline, a "module" is
either each of the main tasks composing it. At the time of writing, the
Pipeline, is constituted of five modules: namely data analysis, text extrac-
tion, ontology development, information extraction, and evaluation.
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FIGURE 1.4: Corresponding modules in the PsylVe Framework and
Pipeline. Greyed out tasks were not part of the Internship.

The C. pruni database - The database published by Sauvion et al. (2021) includ-
ing: (1) unstructured data, in the form of documents recording the occurrence
data of C. pruni, and (2) structured data in tabular form, both about manu-
ally extracted occurrences and document metadata. See Figure 3.1 for a visual
representation of its composition.

The C. pruni document dataset - The set of documents contained in the
C. pruni database.

The C. pruni document metadata - The tabular structured metadata of
the C. pruni document database.

The C. pruni occurrence dataset - The occurrence data, recorded in tab-
ular form as it appears in the C. pruni database1. Occurrence data is the
recorded presence or absence of a certain taxon in a certain geographical
place on a certain date.

1Occurrence data downloadable from https://entrepot.recherche.data.gouv.fr/dataset.
xhtml?persistentId=doi:10.15454/VC9UR5

https://entrepot.recherche.data.gouv.fr/dataset.xhtml?persistentId=doi:10.15454/VC9UR5
https://entrepot.recherche.data.gouv.fr/dataset.xhtml?persistentId=doi:10.15454/VC9UR5
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Chapter 2

Background

This chapter serves as a purposely rudimentary introduction to: (1) some relevant
biological aspects (Section 2.1), with a focus on disease surveillance and taxonomy,
(2) Natural Language Processing (NLP) (Section 2.2), and (3) Knowledge Represen-
tation (KR) (Section 2.3). As mentioned in Chapter 1, each section is targeted to
readers who are unfamiliar with the corresponding research domain and is there-
fore conceived to be simple and approachable in its explanations.

Additionally, this chapter will allow to better understand the research context in
which the PsylVe project was developed, both from the point of view of the biolog-
ical issues addressed and the more technical IE and KR challenges encountered. At
the end of each of the following sections, a subsection is dedicated to linking the
corresponding research context with the PsylVe methodology and objectives (Sec-
tion 2.1.4, Section 2.2.3, and Section 2.3.2).

2.1 Biological Aspects

This section will provide a brief overview of disease surveillance, some basic fea-
tures of taxonomy and nomenclature, and the relationship between psyllid vectors
and plant pathogens involved in the scope of this project, while considering the re-
lated diseases. Familiarising oneself with this topic, at the very least on a surface
level, allows a better understanding of the implemented NLP strategies and the KR
choices, both detailed in Chapter 4.

2.1.1 Vectors in disease surveillance

Vector insects can play a critical role in sanitary crises, drastically influencing the
spread of some dangerous diseases. One of the most widely recognised examples
in the human health domain are mosquitoes as vectors of viruses causing dengue
fever, yellow fever, and Chikungunya. In plant health, virus- and bacteria-carrying
insects cause agricultural losses year after year (Lefèvre et al., 2022).

Global changes such as intensification of international exchanges and climate
change, enabled the rise of new diseases (Steffek et al., 2012). A solution to effi-
ciently fight these diseases while minimising the damage caused to the environment
would be to foresee them or detect them as quickly as possible in order to put into
place a variety of prophylactic measures.

In the field of epidemiology, disease surveillance is a practice consisting in moni-
toring the progress of diseases with the ultimate goal of curbing any negative conse-
quences associated with their outbreak and spread (Ristaino et al., 2021; Trivellone
et al., 2022). In particular, plant diseases can have an enormous economic impact
on the agricultural sector (Savary, Willocquet, and Pethybridge, 2019), making their
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surveillance, forecasting and mitigation of an extensively researched issue (Morris
et al., 2022). It has been observed that some of the most destructive plant diseases
known to humankind have been caused by vector-born pathogens (Marie-Jeanne
et al., 2020; Perilla-Henao and Casteel, 2016; Gilbertson et al., 2015), among which,
those caused by psyllids (Jarausch et al., 2019).

In this context, the ANR project BEYOND1, launched in February 2021, conceives
a multidisciplinary setting for plant disease surveillance where risk forecasting is
achieved through the processing of multiple types of data: information from doc-
uments of various nature2, data from plant-pathogen risk-forecasting networks for
the detection of abiotic variables (such as wind and water), data on interconnection
between regions via natural elements and artificial transportation systems, historical
and forecast meteorological trends, etc.

One of the most popular strategies for plant pathogen risk forecasting is that
of recording occurrences of pathogen vectors. Nonetheless, the quality of the in-
put data remains one of the most critical factors in the output quality of forecasting
models. As mentioned by (Sauvion et al., 2021), such input data includes occur-
rence data, historical data, insect-specific ecological preferences and relationships
with host plant. Occurrence data in particular is the one whose extraction the PsylVe
framework is aiming to automatise.

Occurrence data collection

Unfortunately, collecting occurrence data via classical approaches (e.g. manually
gathering data from online and physical sources) is, more often than not, extremely
time consuming (Sauvion et al., 2021), in spite of their value for the objective of epi-
demiological risk assessment3.

In 2021, the INRAE Montpellier team published a database of occurrence data
of psyllids vectors of the species complex, namely Cacopsylla (Thamnopsylla) pruni
(Scopoli, 1753) (C. pruni), carrying of a phytoplasma ’Candidatus Phytoplasma pruno-
rum’ (Ca. P. prunorum) responsible for the European stone fruit yellows (ESFY) on
cultivated Prunus (especially Prunus armeniaca L. - the common apricot tree - and
Prunus salicina Lindl. - the Japanese plum tree). This database, published on the
INRAE data repository (Sauvion et al., 2021), is the result of collection efforts that
spanned over multiple years, including field inspections and both online and of-
fline4 information searches. The compiled data allowed to model the current and
predicted geographical distribution of psyllid vectors in at the European scale in the
form of maps while taking into account variables related to climate change (IPCC).
See Figure 1.1 for an example of occurrence data usage for geographical mapping
visualisations..

PsylVe, was co-supervised by Nicolas Sauvion (INRAE-PHIM, Montpellier) and
Claire Nédellec (INRAE-MaIAGE, Jouy-en-Josas), in close collaboration with Robert
Bossy (INRAE-MaIAGE, Jouy-en-Josas) (see Figure 2.1 for a full organigram). The
internship was funded by the consortium GIS Fruits within the ANR BEYOND
project and the governmental initiative “cultiver et de protéger autrement”. The French

1https://www6.inrae.fr/beyond/
2Documents include, for example, recent articles available in digital form and scans of old books.
3An example of valuable historical data having a considerable impact on risk-assessment is that of

a mosquito-borne West Nile Virus as described by Suarez and Tsutsui (2004).
4Not all documents are available in digital form. Institutions such as museums made physical

documents available for these purposes.

https://www.gis-fruits.org/
https://www6.inrae.fr/beyond/
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FIGURE 2.1: The placement of the author and supervisors of this the-
sis with respect to the hosting organisations:

INRAE-PHIM, INRAE-MaIAGE, BEYOND and GIS Fruits

priority research program “cultiver et de protéger autrement”, included in the 3rd fu-
ture PIA (PIA3) promotes the use of sustainable agricultural techniques. Its objec-
tive is to identify alternatives to the use of phytosanitary products by mobilizing the
levers of agroecology, biocontrol, genetics and prophylaxis. The call for projects was
launched in June 2019, with the BEYOND project being one of the successful candi-
dates. The objective of the BEYOND framework is to integrate an interdisciplinary
approach to the data collection process and compare it to the classic, manual ap-
proach (e.g. in terms of speed/easiness of access to data) in order to identify relative
pros and cons of each method. In particular, the BEYOND project envisions as the
ultimate objective the creation of an extremely versatile framework for the develop-
ment of such a tool, in order to allow researchers specialising on the forecasting of
various diseases, beyond those covered by PsylVe, to have access to computational
assistance.

2.1.2 Taxonomy and Nomenclature

As stressed above, a critical part of text analysis is the recognition and normalisation
of the names of organisms that are involved in an interaction, i.e. pests, plants and
vectors. Taxonomys have been since Linné (1746) the way to share a common and
formal representation of the organisms. Such resources are extensively integrated
in the PsylVe project. More precisely, in biology, taxonomy is the study targeting the
definition of groups of biological organisms based on shared characteristics, their
naming and hierarchical structuring.

In this context, nomenclature refers to the system of names assigned to taxa. Names
belonging to this system are case and format sensitive, as a capital first letter and
italic formatting are used to denote specific ranking within the taxonomy(Lapage
et al., 1992).

Regarding the hierarchical structure of a taxonomy, large taxonomically struc-
tured ontologies can be modelled following an partially ordered set structure (Kaiser
and Schmidt, 2011; Kaiser, Schmidt, and Joslyn, 2006), making it possible to derive
a concept lattice useful for representations as formal ontologies.

https://www.enseignementsup-recherche.gouv.fr/sites/default/files/content_migration/document/pia3livret_853127.pdf
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FIGURE 2.2: The biological life cycle of psyllid C. pruni
illustrating in particular the alternation between host plants (Prunus sp.) and

shelter plants (conifers).

Given that many pivotal documents in the database are particularly old, it is
important to mention that the designed way to refer to a specific taxon often changes
over time, as new species are discovered and phylogenetic tree representations are
updated. In Chapter 3, some external resources, including taxonomical ones, will be
presented. Two of the most relevant resources for the first stage of the PsylVe project
are the NCBI Taxonomy Database (see Section 3.2.2) and the Psyl’list database (see
Section 3.3)

2.1.3 Psyllids as vectors of phytoplasma

As stressed above, a central piece of the occurrence descriptions to be extracted from
documents are vector mentions. More precisely, organisms that have the ability to
inoculate pathogens in other organisms (e.g. mosquitoes, ticks, aphids, nematodes,
fungi). For plant pathogens, in particular, movement from one plant to another is es-
sential for their spread and long-term survival, and insects play a key role as vectors
(Herrbach et al., 2013). Both organisms, the pathogen and the vector, are classified
as pests, as both can cause the insurgence of a disease in the targeted host plant.

The scope of the PsylVe project points at jumping plant lices, also called psyllids, of
the genus Cacopsylla. The psyllids (Psylloidea family) are small piercing sap-sucking
insects of the order Hemiptera, phylogenetically related to aphids, mealy bugs and
cicadas (Ouvrard, Chalise, and Percy, 2015). The life cycle of numerous species of
Cacopsylla relies on plants of the Rosaceae family, in particular fruit trees of the genera
Prunus (e.g. apricot tree), Pyrus (e.g. pear tree), and Malus (e.g. apple tree).

Several Cacopsylla species have been described as vector of phytoplasma on such
fruit trees, with a close specificity of the insect-plant and host-pathogen interactions
(i.e. each species of psyllid transmits a single species of phytoplasma to trees belong-
ing to one single genus). For example, both psyllid species of the C. pruni species
complex are known to only transmit the Ca. P. prunorum phytoplasma to Prunus,
causing in it the European stone fruit yellows (ESFY) disease. Other species are
known to transmit phytoplasma responsible for Apple Proliferation (AP) and Pear
Decline (PD) respectively on apple and pear trees (Assunta et al., 2019).
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Bacteria such as phytoplasma and their vectors are native to Europe, where they
are widely present in orchards, as well as in wild habitats, with its spread in the lat-
ter impeding vector eradication and, therefore, complete elimination of the related
fruit tree diseases (Steffek et al., 2012).

Psyllid vectors of phytoplasma do not reside on their preferred host plant for the
duration of a whole year, but rather migrate, once reached adulthood, usually in
early or late summer (depending on the species) to shelter plants (also called overwin-
tering plants, as mentioned by Burckhardt et al. (2014)), usually conifers. The follow-
ing year, usually at the end of winter, psyllids migrate again to their host plants to
reproduce. (Thébaud et al., 2009).

This double migration at varying distances between lowland and mid-mountain
regions plays an essential role in the spread of phytoplasmas on large spatial scales
(Marie-Jeanne et al., 2020). This example is a good illustration of the complexity
of plant-vector-phytopathogen interactions. In epidemiology, it is necessary to de-
cipher this complexity as well as possible in order to hope to implement relevant
control measures. Relying on examples of pathosystems already well described in
the literature can be very useful to save time in understanding these biological inter-
actions.

2.1.4 PsylVe: The biological challenges

FIGURE 2.3: Female of the psyl-
lid C. pruni feeding on a black-
thorn (Prunus spinosa) branch.
Photo credit: Sauvion N., IN-

RAE

Although the PsylVe framework is envisioned to
be easily replicable within different epidemiological
domains and for different taxa, during the course of
the Internship the scope was set to the species com-
plex C. pruni. The host specificity of psyllids allows
to gradually expand the scope of the PsylVe project,
containing the work of the current thesis within the
smallest possible scope: the triplet (1) Prunus as host
plant, (2) C. pruni as vector, (3) Ca. P. prunorum
as pathogen. In the following stages of the PsylVe
project, the scope will be progressively extended to
neighbouring taxa in the phylogenetic tree (see Ta-
ble 2.1 for a full description of the scope of the PsylVe
project).

In light of the considerations above, occurrence data treated within the PsylVe
project will be geographically limited to the Western Palaearctic, meaning that terms
designing locations outside of this scope will not need treatment. Additionally, the
migration habits of psyllids causes the occurrence data to encompass more species
than merely those designated as host plants, which will affect the number of taxa to
be considered alongside their respective terminology.

With regards to the challenges related to taxonomic nomenclature, the overarch-
ing biological scope spanning over entomology, botanics and microbiology means
that the terminology will follow standards associated with the respective domains.
Additionally, such standards are in constant development and will present a chal-
lenge in the extraction of taxa from documents published in such a wide range of
historical periods.
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Stage 1
(internship scope)

Stage 2
(PhD scope)

Stage 3
(BEYOND scope)

Host Plant Prunus Rosaceae Rosaceae + Rutaceae + Solanaceae

Vector C. pruni Cacopsylla spp. psyllids

Pathogen Ca. P. prunorum
phytoplasma

of group X
phytoplasma+ liberibacter

Disease ESFY

All diseases
caused by

phytoplasma
transmitted by

psyllids
on Rosaceae

All diseases
caused by
bacteria

transmitted by
psyllids

Geography Western Palaearctic

TABLE 2.1: Scope of the corpus on which the pipeline is optimised

2.2 Text mining

Text mining refers to the computational treatment of natural language data for the
purpose of automatising the extraction of structured data. As an example, the database
published by Sauvion et al. (2021) is divided in two parts: the unstructured data,
composed of the documents (books, articles, etc.), namely the corpus, from now on
referred to as the C. pruni document database, mentioning the presence or absence of
C. pruni in a certain place at a certain time, and the structured data, namely tabular
data that was manually compiled by filling slots such as observed taxon, location,
and time corresponding to what mentioned in each of the documents .

The task of automatising the extraction of specific predefined information from
unstructured data has been known for thirty years as Information Extraction (IE)
and it is usually based on NLP techniques. It is important to note that, before an
IE pipeline can be used, the input data usually needs to be preprocessed in order to
ease its treatment via computational methods.

In the following subsections, a brief introduction to document preprocessing and
NLP methods for IE will be followed by the description of specific subtasks relevant
to the PsylVe project.

2.2.1 Data Preprocessing

In order for a IE pipeline to be able to process input data, the data must respect some
standards and requirements. Below, some relevant subtasks are discussed.

Standardisation of structured data When data is stored in the form of a table, it is
important for certain standards to be respected in order to facilitate machine read-
ability. Unfortunately, in many research domains, especially those who historically
experienced lack of computational automation and a prevalence of manual methods,
such standards are not well known nor followed.

As an example (see Section 4.1 for a complete list of the applied standards),
when treating tabular data, column names will be treated as variables and should
therefore follow variable naming conventions, such as absence of spacing or special
characters. It is however common, in the above mentioned research domains, for
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researchers to store the data in a format carrying more resemblance to natural lan-
guage, using spaces and punctuation as it normally appears in unstructured data.
Ideally, the C. pruni occurrence database schema would follow the Darwin Core
standard Group, 2009, whose objective is to simplify the sharing of biological infor-
mation in an extensible format (Baskauf and Webb, 2016).

Optical Character Recognition When developing natural language pipelines, the
expected corpus in natural language is expected to be in a machine readable for-
mat. However, older documents are only available as images of physical documents
(such as scans of book pages), sometimes embedded in a PDF, but rarely being ac-
companied by an accurate machine readable transcription of their content.

Optical Character Recognition (OCR) techniques make use of computational tools
for the recognition of written characters and allow to obtain a machine readable ver-
sion of a document. Recently, such tools have evolved to allow recognition of var-
ious document layouts, such as multi-column articles, and have begun to include
more and more special characters, facilitating, by consequence, the recognition of
letters specific to languages other than English. Additionally, when processing a
corpus with mixed formats, the identification of the actual given document format
is necessary in order to trigger the relevant processing tool.

Translation Having a machine readable input is sometimes not enough, as some
NLP tools set specific input requirements, such as restrictions on accepted languages.
Most NLP tools are optimised to work with English and some of them do not allow
treatment of other languages at all. Terminological resources also pose similar con-
straint given their prevalent availability in English.

For this reason, when treating documents in different languages, their content
might sometimes need translation depending on which tools are to be integrated in
the NLP pipeline. Luckily, some of the most used language models for translation
are easily and freely accessible and can be used in integration within a pipeline for
easier automation of the task.

2.2.2 NLP and Information Extraction

Natural Language Processing (NLP) refers to the set of computational techniques
for the treatment of natural language data. Having emerged in the 1950s as an inter-
section of Artificial Intelligence and linguistics, it started gradually expanding and
encompassing elements from different areas of research, providing useful tools to
various fields, among which are biology and medicine. More specifically, informa-
tion retrieval, named entity recognition, sentiment analysis and question answering
are some examples of NLP tasks applied in the aforementioned fields.

The initial stages of information retrieval were heavily influenced by the Mes-
sage Understanding Conferences during the 1990’s (Grishman and Sundheim, 1996),
soon after which it started to be applied to the biomedical field (Spyns, 1996). This
continued during the 2000’s (Meystre et al., 2008), and more recently, the importance
of information retrieval became clear after the outburst of the COVID-19 pandemic
(Chen et al., 2021).

Similarly in the study of Ristaino et al. (2021), a new set of tools, including disease
monitoring and enhanced detection technologies such as pathogen sensors, predic-
tive modeling, and data analytics, was proposed in order to avert future outbreaks
of plant disease pandemics associated to global human pandemics. Additionally,

https://www.tdwg.org/standards/dwc/
https://www.tdwg.org/standards/dwc/
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in the study of Molik et al. (2021) NLP tasks and metabarcoding techniques were
used to reveal pathogen-environment associations. As an example, in their study,
the investigation of ecological niches of rare pathogens was facilitated by the use of
text-mining analysis techniques.

NLP techniques can be used for tasks such as Information Extraction (IE) where
the treatment of natural language allows for the detection of required data within
a text (Nédellec, Nazarenko, and Bossy, 2009). Information Extraction (IE) refers to
the research field that aims at the development of tools and scientific methodology
facilitating the access to document content via computational methods The devel-
opment of this field of research emerged in an attempt to improve the managing of
knowledge in an era of rapid growth of textual information. Initial IE systems cre-
ated were rather superficial in retrieving and treating concepts, focusing mostly on
targeted text exploration and being far from in-depth semantic analysis tools .These
constraints of the initial IE systems highlighted the necessity for new approaches,
formally based on text analysis and ontological knowledge. Nowadays, IE systems
are advanced tools for identifying relevant information from text documents organ-
ising them in structured forms (Zhou et al., 2005), with the aim to fill predefined form
slots or templates with the extracted information.For achieving these tasks, a variety
of linguistic processes are involved among which are text segmentation, anaphora
resolution, polysemy detection. With respect to the overall process followed during
the information extraction, preprocessing and extraction rules (e.g., regular expres-
sions and other patterns) facilitate the identification of subsections and therefore the
interpretation of the targeted text. An in depth review of these topics can be found
in Nédellec, Nazarenko, and Bossy (2009).

The main subtasks of an IE pipeline are usually enchained in the following order:
(1) Recognition of relevant entity mentions in the inputted text; (2) Normalisation of
the mentions by means of an external reference; (3) Extraction of relations among
such mentions.

Named Entity Recognition

Named Entity Recognition (NER), also known as (named) entity identification, entity
chunking, and entity extraction, refers to the process of recognizing and extracting
named entities such as persons, locations, and organisations from natural language
texts (Mansouri, Affendey, and Mamat, 2008). The importance of NER is prominent
in a variety of NLP tasks among which is information extraction. Its objective is
the detection of terms associated with predefined entities in natural language text.
Specifically, given the entity C. pruni, all the different terms used to refer to it (such
as taxonomic nomenclature variations) should be detected and linked to the corre-
sponding entity.

A number of different approaches could be used to tackle such problem, among
which are the creation of rules5 and the projection of a lexical resource onto the
inputted text. Specifically, knowing that every one of the different notations of re-
ferring to C. pruni ends with the token "pruni" and that the probability of another
entity being referred to with the same string, would mean that creating a rule for
detecting all entities ending with the token "pruni" could be a reasonable option. On
the other hand, if we were to expand such a rule to many taxa, using an external
lexical reference could prove to be extremely useful. For example, resources such as
the NCBI Taxonomy Database contain naming variations for a number of taxa and
can be easily projected onto the text.

5Rules usually make use of regular expressions to automate the recognition of certain patterns.
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Normalisation

An important subtask of IE is entity normalisation, often referred to as entity disam-
biguation, entity grounding, or entity linking (Ferré et al., 2020). It refers to the task of
associating entity mentions found in a text with categories associated to a predefined
vocabulary. It is often considered as a classification task, with the entity mentions
being classified to the corresponding categories (Ferré et al., 2020). Traditionally,
this classification process is based on the similarity of the entity mentions and the
concepts associated with the predefined vocabulary.

Normalisation by Machine Learning and Deep Learning is a very active research
domain. Some recent approaches called joint learning achieve entity detection and
entity normalisation in a single step. State of the art tools achieve better perfor-
mances than rule-based methods but are still complex to implement due to their
computational costs. Due to the high amount of data to be processed via the PsylVe
pipeline, rule based methods were prioritised.

Relation Extraction

Relation Extraction (RE) is a crucial step towards the creation of advanced natu-
ral language understanding applications (Bach and Badaskar, 2007). It refers to the
process of determining connections between entities or events (Nadkarni, Ohno-
Machado, and Chapman, 2011). Such connections or other relations can be ex-
pressed as "causes" and "treats" (Nadkarni, Ohno-Machado, and Chapman, 2011)
in the domain of biology and medicine among others. Two main steps can be iden-
tified within the process of RE. The first one is determining which candidate entities
or events mentioned in the text are actually linked and the second is the classifi-
cation of the detected relations into predetermined classes (Nguyen and Grishman,
2015). These steps tend to be grouped in a single step by recent Deep Learning ap-
proaches. As noted by Nguyen and Grishman (2015) the two prevalent methods of
the past decade have been the feature-based method and the kernel-based method. The
former makes use of a sequence of features that correspond to labelled examples in
an n-dimensional space according to the number of features (Moncecchi, Minel, and
Wonsever, 2010). Despite the benefits of this method, the main issue arising is that
data in natural language sentences are not always easily represented via feature vec-
tors but rather tend to better fit into graph representations (Moncecchi, Minel, and
Wonsever, 2010). Such cases lead to high dimensional vectors that make feature ex-
traction a rather species complex task, which is often associated with computational
power challenges (Moncecchi, Minel, and Wonsever, 2010). The kernel method, on
the other hand, was a more suitable method as it allows the implicit calculation of
dot-products in high dimensionality spaces, without the need for an explicit repre-
sentation of each vector (Moncecchi, Minel, and Wonsever, 2010). The most recent
and successful methods are based on Deep Learning 6. The PsylVe project planned
the use of RE-BERT developed by (Tang et al., to appear, 2022) and the textitBibliome
group at MaIAGE in the next few weeks. The tool that I have selected for the first
version of my pipeline is based on rules and trigger words.

6Pre-trained transformer models such as BERT have achieved state of the art results for most recent
NLP tasks, including RE approaches. Conventionally, an RE task is treated as a special kind of text
classification problem. A common pipeline is to first initialise a BERT model with pre-trained weights,
and then fine-tune the model on the dataset of interest (Devlin et al., 2019).

https://forgemia.inra.fr/bibliome/re-bert
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2.2.3 PsylVe: a text mining framework

The content of existing databases, combined with the potential of NLP techniques
(and the structurality offered by KR methods; see Section 2.3), open up very promis-
ing prospects for better knowledge of the potential circulation of pathogens and,
thus, for better short-term anticipation of prophylactic decisions. This is the ulti-
mate objective of the ANR BEYOND project

The objective of PsylVe is to build a database as exhaustive as possible of occur-
rence data of psyllids, focusing on their role as vectors of phytoplasmas infecting
fruit trees. This will be carried out using a text mining approach and integration of
structured data in the pipeline. The work of the Internship focuses on occurrence
data of one species of psyllid: C. pruni, but is a first step in building solid founda-
tions for a larger, more general framework. The work will be part of the more general
framework of extraction of broader information such as habitats of plant pathogens,
host plants, their phenotypes, habitat conditions or diseases developed in the BE-
YOND project by the MaIAGE unit and PESV platform. In 2007, the MaIAGE unit
at INRAE developed the AlvisNLP software (Ba and Bossy, 2016) to facilitate NLP
pipeline implementations. . AlvisNLP offers a library of supervised Machine Learn-
ing methods based on neural architectures and rule-based approaches exploiting
linguistic, lexical, terminological and conceptual information (thesauri, taxonomic
nomenclatures, ontologies) (Aubertot et al., 2015) for the purpose of building NLP
pipelines. The work carried out for the current thesis consisted in proposing a com-
putational solution to improve the reaction speed in case of disease outbreak or
expansion by easing the access to psyllids occurrence data by disease surveillance
platforms. Additionally, the method used aims to be flexible enough to be used as a
framework for related disease surveillance tasks. Many pipelines for various appli-
cations in the biomedical domain have been developed using it. Among them, the
Omnicrobe pipeline (see Section 3.1) extracts entities and relations about organisms
and habitats in the microbiology field.

The framework was designed to be composed of five stages: database assem-
bling and overview, document preprocessing, ontology development, information
extraction Information Extraction, and pipeline evaluation. Refer to Section 2.3.1
for a presentation of the ontology development and its technical challenges. The
remaining four modules of the PsylVe framework were organised as follows:

Dataset composition analysis

Visualising the composition of a database allows one to better understand its pat-
terns and identify potential characteristics to be exploited. As mentioned above, the
language(s) in which each document was redacted and year of publication (and con-
sequently, likelihood for a machine readable version of the text to be available) con-
stitute critical information for the pipeline input. In the case of the C. pruni document
database, such data was provided by the published manually compiled metadata.
See Section 4.1 for a more complete overview of the methodology used.
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Document preprocessing

Given the unavailability of accurate embedded machine readable text for a large
portion of the C. pruni document database, a pipeline for text extraction was im-
plemented to ensure availability of documents independently of whether the source
was physical or digital. Additionally, a translation module was added in order to
make the extracted text available for processing by the chosen NLP tools. See Sec-
tion 4.2 for a more detailed presentation of this module features.

Information extraction

The IE pipeline was based on an existing pipeline, also developed using AlvisNLP,
that of Omnicrobe(Dérozier et al., 2022b) (See Section 3.1 for an introduction to the
pipeline). The first step was to evaluate the current results produced by Omnicrobe
on the provided set of documents in order to identify possible issues preventing ac-
curate IE results. After analysing the results, a list of issues to be addressed was
drafted, together with proposed solutions and their limitations. Some of such is-
sues were addressed within the work of the current thesis, while others were out-
lined, and solutions proposed, with the objective of building a solid starting point
following work. The prioritisation of tasks relied on the best compromise between
resources and quality of the results.

Evaluation

A qualitative and quantitative evaluation of the pipeline results was carried out,
highlighting the improvements compared to the existing AlvisNLP-based Omni-
crobe pipeline.

2.3 Knowledge Representation

In order to be useful, the information extracted from documents, such as those to be
processed by the PsylVe pipeline, must be represented in a computer readable for-
mat that allows automatic deduction of new information via reasoning. Knowledge
Representation (KR) and Reasoning refers to the sub-field of Artificial Intelligence
(AI) that facilitates the creation of computer systems which are able to provide an ac-
curate reasoning on a machine interpretable conceptual representation of the world
(Stephan, Pascal, Andreas, et al., 2007). Such interpretation of the world is intended
to resemble the interpretation provided by human reasoning (Stephan, Pascal, An-
dreas, et al., 2007).

2.3.1 Knowledge bases and Ontologies

In KR, a Knowledge Base (KB) is a representation of knowledge on a certain topic,
serving as a description of concepts and relationships that facilitate the sharing of
such knowledge (Gruber, 2018). The concepts, normally referred to as classes, are
associated with properties describing some of their characteristics (Noy and McGuin-
ness, 2001). Classes being the main focus of most ontologies often have subclasses
which represent more specific concepts than those of their superclass and can be
linked to one another via hierarchical (or taxonomical) or non hierarchical relations (Noy
and McGuinness, 2001). In most description languages, relations can be either bi-
nary, or unary, with the latter also known as attribute.
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As an example, in the current version of the PsylVe ontology, GenomeBearingEntity

is a superclass of Organism , meaning they are related via at least one relation, that
is hierarchical. HasHostPlant is an example of ontological, non hierarchical, bi-
nary relation, and has_participant is an example of attribute.

For the creation of an ontology the definition of its domain and scope is of a par-
ticular importance (Noy and McGuinness, 2001). Considering reusing existing on-
tologies is also important as many are already available on the Web and in the liter-
ature for this purpose (Noy and McGuinness, 2001). For the creation of an ontology
the following steps are being followed as presented in Noy and McGuinness (2001):
First, all classes of the ontology should be defined. For this step the enumeration
of important terms in the ontology would facilitate the definition of the ontology
domain and scope. Next, a taxonomic hierarchy should be applied for the arrange-
ment of the classes and subclasses. This hierarchy can be implemented either using
a top-down approach, a bottom-up one or combination of both. Finally, properties
and their relative restrictions should be defined for each class.

All instances of classes in an ontology may compose a knowledge base (Noy and
McGuinness, 2001). Knowledge-based systems operate with computational models
focusing on specific domains of interest (Stephan, Pascal, Andreas, et al., 2007). The
symbols used in those models correspond to domain artefacts of the physical world
like relationships, events, or objects (Stephan, Pascal, Andreas, et al., 2007), making
a KB the union of an ontology and its corresponding instances. Common languages
for ontology and KBs representations are RDF-based, such as the popular OWL or
SKOS. In this project, RDF graphs will be written using the turtle syntax. Within
the PsylVe project, entities and relations are not sufficient to detect novelties and
contradictions; and inference rules need to be implemented. Inference rules allow
reasoning. An example within the PsylVe ontology is that any Psyllid which is a
CarrierOf of Phytoplasma will always belong to the class Vector .

In addition to the creation of the KB it is also common practice to define com-
mands to query it. A common way of retrieving information from KBs is based on
the SPARQL query language.

For this project, the ontology will be a subset of the KBs. Specifically, the ontology
will only deal with the knowledge regarding the behaviour of classes, subclasses,
and relationships, and not the specific instances of members of these classes and
relationships. The ontology together with the instances constitute the KB.

2.3.2 PsylVe: a framework for structured data

As stressed in Chapter 1, the initial program of the Internship was extended by
adding, among other features, a significant module on the representation of biolog-
ical knowledge in the form of an ontology. The structure of the KB was planned in
order for occurrences extracted from the text to be instances of the ontology classes
and relations. This expressive framework will allow the detection of contradictions
between new occurrences and existing knowledge and the discovery of new knowl-
edge. Building this representation relies on Knowledge Representation (KR) tools
and methods.



2.4. Pipeline evaluation 17

Structured data from external sources was and will be integrated, prioritising
the resources mentioned in Chapter 3. Defining the domain scope, main classes and
relations was possible thanks to continuous exchanges with the designed domain ex-
pert, Nicolas Sauvion, and the KR specialist, Catherine Faron Zucker (see Section 4.5
for the presentation of the methodology and plans for future development)

2.4 Pipeline evaluation

For the evaluation of the pipeline the qualitative criteria for text mining pipeline
evaluation presented in Spinakis and Peristera (2004) were combined with common
quantitative scores for evaluation as mentioned as follows.

2.4.1 Qualitative evaluation

For the evaluation of the pipeline the following criteria for text mining pipeline eval-
uation were taken into consideration as presented in Spinakis and Peristera (2004).
For an analysis on how the PsylVe pipeline meets the criteria, see Chapter 5.

Criterion 1: Data retrieval and result evaluation This criterion focuses on the
quantitative aspect of the result evaluation. Therefore, the scores mentioned in Sec-
tion 2.4.2 will be used. See other criteria for the qualitative evaluation.

Criterion 2: Integration with other sources Integrating a text mining pipeline with
external resources allows for more and possible better results.

Criterion 3: Output format flexibility Allowing users to enable different outputs
improves the integration of the pipeline with other workflows.

Criterion 4: Availability of result statistics and analysis Providing a pipeline to
help the user visualise statistics and carry out an analysis of the results is vital for a
better understanding of the mechanisms and results of the pipeline.

Criterion 5: Combining linguistic and statistical methods Text mining is an in-
herently interdisciplinary field that leverages the union of linguistic research and
computational power to automatise tasks that would be otherwise labour intensive.
Therefore, exploiting tools and methods from both domains is key to optimal results.

Criterion 6: Online tool availability Online availability of a tool widens its acces-
sibility and potential userbase.

Criterion 7: Result visualisation quality Visualising results in an easy-to-understand
and informative way allows for an overall better user experience and better integra-
tion in the user’s workflow.

2.4.2 Quantitative evaluation

In IE, precision and recall are performance metrics that apply to data retrieved from
a corpus. Sometimes, in order to give a comprehensive score of a pipeline, the har-
monic mean of the two is calculated, with the result being usually referred to as
F1-score.
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Precision The precision score evaluates the ratio of correct predictions over the
complete set of predictions. False positives, i.e. wrongly detecting strings as entity
mentions, negatively impact the precision. The precision indicates how correct are
entities predicted by the pipeline.

precision =
true_positives

true_positives + f alse_positives
(2.1)

Recall The recall score evaluates the ratio of correct predictions over the complete
set of entities that should have been predicted. False negatives, i.e. missing an entity
mention, negatively impacts the recall. The recall indicates how comprehensive is
the set of entities predicted by the pipeline.

recall =
true_positives

true_positives + f alse_negatives
(2.2)

F1-score The F1-score is the harmonic mean of precision and recall and is usually
used to provide an overall score for a pipeline predictions.

F1 =
precision · recall

precision + recall
(2.3)
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Chapter 3

Related Works

This chapter focuses on the presentation of related works, with a focus on external
resources that were either integrated in the PsylVe pipeline or planned to be inte-
grated in future developments of the pipeline. Resources were divided into two
types: other pipelines (see Section 3.1) and structured data, i.e. ontologies (see Sec-
tion 3.2) and databases (see Section 3.3).

3.1 Pipelines

Omnicrobe Omnicrobe is a comprehensive text mining and data fusion approach-
based open-access database of microbial habitats and phenotypes, whose purpose
is to link and share data (Dérozier et al., 2022a). The Omnicrobe database schema
is made up of elements of biological relevance that are connected together by par-
ticular relations as presented by Dérozier et al. (2022a). Microorganisms, habitats,
phenotypes, and uses are the four sorts of entities defined. They are connected by
three sorts of relations: (1) the lives_in relation, which connects a microorgan-
ism to its habitat; (2) the exhibits relation, which connects a microorganism to its
phenotype; and (3) the studied_for relation, which connects a microorganism to
its use. This formal schema organizes the information in the Omnicrobe database,
defines the categories of data to be retrieved from the data sources, and leads the
extraction process.

3.2 Ontologies

Ontologies were chosen according to the criteria listed by Malone et al., 2016 and us-
ing the Minimum Information to Reference an External Ontology Terms (MIREOT)
method (Courtot et al., 2009). In the following subsections, organised by domain of
interest, a paragraph was dedicated to briefly present each of them and their rele-
vance to the PsylVe project.

3.2.1 Plant health

OntoBiotope OntoBiotope is an publicly available ontology developed and main-
tained by MaIAGE and INRAE Nédellec et al. (2018). The concepts mainly cover
microorganisms and their habitats and phenotypes. The ontology was developed as
part of the Omnicrobe pipeline (see Section 3.1) similarly to how the PsylVe ontology
is being developed to be integrated in the PsylVe pipeline.
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FIGURE 3.1: The three datasets composing the C. pruni database
(Sauvion et al., 2021)

Plant Health Threats Ontology Plant Health Threats Ontology 2016 Another useful
ontology in the plant health domain is the Plant Health Threats Ontology. Integrat-
ing EPPO (see Section) classes, it has some useful elements helping define pivotal
aspects of plant diseases (e.g. a symptomExpression class to represent plant dis-
ease symptoms).

3.2.2 Taxonomy

NCBI The National Center for Biotechnology Information (NCBI) Taxonomy Database
is one of the most popular ontologies in the biological domain and contains a curated
categorization and nomenclature for all taxa found in public sequencing databases
(Schulz, Stenzhorn, and Boeker, 2008).

TAXREF TAXREF is the national taxonomic reference system for the fauna, flora
and fungi of France, developed and distributed by the Muséum national d’Histoire
naturelle (MNHN) as part of the implementation of the National Natural Heritage
Inventory Information System. (SINP)(Gargominy, 2022)

LSPN LSPN is a membership platform dedicated to facilitating personal learning,
development, and progress in the life sciences through networking and informa-
tion exchange. Being more than a simple content distribution platform it comprises
of one of the most prominent networks for life science professionals (LSPN connect
2022).

3.2.3 Agricultural sectors

the agricultural sector is one of the most important sectors in the European economy
(https://data.europa.eu/en/datastories/open-data-agricultural-sector). However
agricultural community is made up of a wide range of actors, and thus lexical het-
erogeneity exists between these different set of actors. To resolve interoperability
issues, recent generation of information system related to agricultural domain have
benefited from the use of ontologies (Roussey et al., 2010).

http://inpn.mnhn.fr/programme/referentiel-taxonomique-taxref
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EPPO EPPO Global is a database maintained and regularly updated by the Secre-
tariat of the European and Mediterranean Plant Protection Organization. Its aim is
to give pest-specific information created and gathered by EPPO. Specifically, infor-
mation for over 90 000 species of agricultural, forestry, and plant protection interest
is available along with scientific names, synonyms, common names in several lan-
guages, taxonomic positions, and EPPO codes for each species (Eppo Global Database
2022).

SORE Service Oriented Requirements Engineering (SORE) shares some activities
with traditional Requirements Engineering but its focus on the identification of ser-
vices and workflows used to modeling applications – developed and running in a
Service Oriented Architecture framework – and on their reuse (Shahzadi and Tahir,
2016).

FCU (French Crop Usage) This ontology represents a thesaurus of cultivated plant
organised by agriculture usages in France such as human food, industry, cattle feed
(Darnala et al., 2022).

3.2.4 Time and Location

Time and location are two very important entity types when recording the circum-
stances of an event and it is common to reuse external resources for the standardis-
ation of their recording.

TimeML This ontology is one of the most complete annotation schemes for the
annotation of temporal aspects of ontological events. Thanks to its wide userbase,
it has been recently proposed to become an ISO standard. The ontology allows for
definition of events, temporal expressions related to them, and any links between
the two (Del Gratta Riccardo and Ruimy, 2008).

geonames GeoNames is a geospatial dataset providing geographical data and meta-
data of around 7 million unique placenames from all over the world collected from
several sources that are available for download free of charge (www.geonames.org)
(Maltese and Farazi, 2013).

3.3 Databases

BHL The Biodiversity Heritage Library improves research methodology by col-
laboratively making biodiversity literature openly available to the world as part of
a global biodiversity community.

Psyl’list Psyl’list is an online database, hosted by the Muséum National d’Histoire
Naturel de Paris MNHN, dedicated to psyllids of world wildlife, whose main con-
tributor is David Ouvrard (ANSES-Montpellier). This tools aims to organize tax-
onomic data available, but very scattered in literature, on this Hemiptera super-
family. Additional information is also easily accessible about geographical distri-
bution, host plants, etc. This information, in particular the valid names of psyllid
species, is continuously updated.

https://about.biodiversitylibrary.org/
https://www.mnhn.fr/fr
https://www.youtube.com/watch?v=85FC2ewmO_8
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C. pruni occurrence dataset The C. pruni occurrence dataset (Sauvion et al., 2021)
contains 1975 lines and 33 columns and follows Darwin Core standard. Each line
represents the mention of an occurrence in a document. The duplicates of the same
observation are not represented. Conversely, there is one line per distinct occurrence.
Beyond occurrences and document reference, the database includes very relevant
metadata for the automatisation about the language, the source and the availability
of the document.

https://www.tdwg.org/standards/dwc/
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Chapter 4

Methodology and results

This chapter outlines the methodology used to develop the PsylVe framework and
the results obtained by each module, while Chapter 5 will focus on their evaluation.
The purpose is to provide an easily replicable methodology in order for it to be
applied to similar data for the same purposes of aiding manual occurrence detection
from texts.

The PsylVe framework is divided into four processing modules, with an ad-
ditional fifth module for evaluation that is explored in Chapter 5. The modules
discussed in this chapter are: data overview (Section 4.1), data preprocessing (Sec-
tion 4.2), Knowledge Base (Section 4.3), and information extraction (Section 4.5).

4.1 Database assembling and analysis

The creation of the document corpus falls outside of the scope of the work carried
out by the author since Nicolas Sauvion, supervisor of this dissertation previously
achieved the database assembling. Nonetheless, standardisation of the C. pruni oc-
currence database was needed for it to be processed. An analysis of the corpus com-
position was carried out using the provided metadata in order to highlight the pe-
culiarities of the corpus and suggest relevant directions.

4.1.1 Standardisation of the data

The C. pruni document metadata includes 1975 lines and 13 columns. As opposed
to the C. pruni occurrence dataset, no formatting/naming standards were originally
assigned to the C. pruni document dataset and metadata. Thus, it was not easily
processable by computational tools. The C. pruni document database was renamed
and the corresponding C. pruni observation database was reformatted in order to
respect the following standards.

Since the following list comprises standards that were already respected, in order
for the methodology to be replicable in future works, whether any changes had to
be done or not will be mentioned, for each of the standard, along with examples.

• Use the first row as column headers. (no changes)

• Use the first column as row names. (no changes)

• Column names must be unique. (no changes)

• CellRow names should be unique. (applied)

Example:
Modified the document metadata table to make each cellrow refer to a
single document.
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FIGURE 4.1: An example of occurrences processed by the Omnicrobe
pipeline.

• Avoid names with blank spaces. (applied)

Example:
Column names in document metadata contained space characters; under-
score characters were used for substitution.

• Avoid names with special symbols. (applied)

Example:
On top of space characters, document names contained special characters
such as commas and colons. Such characters were removed.

• Start variable names with letters. (no changes)

• Avoid empty rows. (no changes)

• Avoid empty cells: use NAs ("not available"). (applied)

Example:
Blank cells in document metadata were substituted with NAs.

4.1.2 Data composition analysis

The analysis was carried out on the C. pruni document metadata, in order to predict
possible challenges (e.g. text extraction issues, nomenclature irregularities) in the
treatment of the corresponding documents.

Methodology

Some initial plots were automatically generated by looping over the most common
associations1. This allowed a human-readable representation of the most interesting
feature correlations based on which to design more insightful visualisations, exam-
ples of which will be illustrated in this section. A full list of figures, both in their
first automatically produced version and the manual one, can be accessed via the
corresponding module on the GitHub repository2.

1More specifically, the x axis was set to the only ordinal variable of the dataset, while the y axis and
hue grouping changed at each iteration over the produced subgroups.

2https://github.com/e-lubrini/psylve/tree/internship

https://github.com/e-lubrini/psylve/tree/internship
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l

FIGURE 4.2: Distribution of documents in the largest database, plot-
ted against publication dates and grouped by language and accessi-

bility.

Database composition analysis results

The following two figures (Figure 4.2 and Figure 4.3) were designed starting from
some of the detected correlations. In both plots we can immediately notice how dis-
tributions are generally negatively skewed along the x (publishing date) axis. This
is due to increasing document availability as online publishing was popularised.

In Figure 4.2, we can see a scatter plot of the distribution of documents in the
six most popular databases and a group of the remaining ones plotted against their
year of publication. When looking at the average publication date and earliest pub-
lished document in each database, two of them stand out as valuable resources for
relatively old documents: the BHL and Psyl’list (see Section 3.3 for a presentation
of such databases). Additional attributes were plotted via marker colour and shape:
document language and availability, respectively.

Again, BHL and Psyl’list stand out from the rest, in this case for the variety of lan-
guages included, when compared to the prevalence of English documents retrieved
from other sources. When focusing on the colours we can notice a direct correlation
between publishing date and prevalence of English data, which is easily explainable
by the relatively recent establishment of English as a lingua franca in the research
domain.

Regarding public availability of resources, we can observe a high resource to
availability correlation, meaning that whether a document is available or not (or the
structured occurrence data is not accompanied by a document, such as the case of
the GBIF database) largely depends on where such document is published.

In Figure 4.3, accessibility was plotted against publishing date and grouped by
whether the document is in English, in a violin plot. Two interesting accessibility
levels are the case when only occurrence data is published ( occurrence_data ) and
that of only a physical version of the document being available ( paper_version_only ).
Such distributions stand out as being extremely polarising on the language dimen-
sion, with occurrence data being exclusively published in English and the paper
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FIGURE 4.3: Caption

version of documents in the dataset being exclusively in languages other than En-
glish. This reflects how the use of English in the field has risen together with the
use of structured data, such as occurrence data, both trends converging towards an
improvement of internationally standardised scientific communication.

One last remark can be made on the case of accessibility via paywall. The dis-
tribution of non-English documents only accessible via paywalls presents a sharp
cut3) at a 70 year distance mark from the year in which the database was assembled.
This is thought to be due to European4 copyright laws often install a copyright for
collective works of the duration of 70 years after publication or the author’s death,
as it is the case of copyright law in France5. Scattered markers were superimposed
on the violin plot as the relativity of the distribution was suspected to contribute to
the representation being misleading. Three markers, corresponding to three non-
English documents were found on the accessibility via paywall distribution. It is
therefore important to mention that given the small sample size, assumptions based
on it could be inaccurate and not representative of larger portions of data.

Consequences on the pipeline

Given the above mentioned remarks, some considerations are due before proceeding
to the treatment of the data.

3Distribution cuts were set as described in the parameter table available at https://github.com/
e-lubrini/psylve/blob/internship/src/parameters.md.

4The scope of the dataset was set to European occurrence data.
5https://wipolex.wipo.int/en/text/363403

https://wipolex.wipo.int/en/text/363403
https://github.com/e-lubrini/psylve/blob/internship/src/parameters.md
https://github.com/e-lubrini/psylve/blob/internship/src/parameters.md
https://wipolex.wipo.int/en/text/363403
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Given the redaction language of physical documents with no machine readable
text associated with them, it seems that OCR tools will be particularly important
for languages other than English, meaning that recognition of foreign letters such
as characters with graphic accents might be crucial. Additionally, given the variety
of publication years and sources, OCR compatibility with a variety of document
graphic layouts might be needed.

As shown in Figure 4.3, languages other than English amount to a total of 15
and, as seem to be quite common especially in documents from historical databases,
meaning that integration of translation in the pipeline might unlock access to valu-
able historical data.

Finally, such diversity in language of publication might drastically affect the NER
task, given, respectively: (1) the potential variety of language-specific vernacular
names, that is, terms to design taxa that do not follow the taxonomic nomenclature
standards, and (2) historical changes in taxonomic nomenclature relatively to spe-
cific taxa.

4.2 Text extraction

The text extraction module corresponds to a Bash application that was developed
with the objective of extracting text from the corpus of documents. Since the ap-
plication was expected to be (and currently is) used by similar parallel projects
covering different biological domains, thorough documentation on how to execute
thepipelinewith similar data was redacted. Documentation of the text extraction
module is available on the PsylVe GitHub repository6.

4.2.1 The structure of the application

The text extraction application allows input of two different types: images and PDF.
After the detection of the input format, the application covers 7 different tasks, plus
an evaluation of the overall module: Image to PDF conversion, PDF to image con-
version, OCR text extraction, embedded text extraction, language recognition, trans-
lation to English, spellcheck, evaluation. The following subsections will explore the
reasoning behind each stage of the pipeline.

Image to PDF conversion

The thematic domain of application concerned by the scope of this project is char-
acterised by a high degree of specialisation. Furthermore, there is a great amount
of relevant information held in documents currently unavailable online. The image
to PDF conversion step of the pipeline allows for pictures of physical documents to
be input and transformed to PDF formathis to be processed alongside the rest of the
document database.

PDF to image conversion

This step was created to standardise the input data before passing it to the OCR
tools. Depending on the chosen tool, the input might need to be in PDF or image
format. This step ensures that if the chosen tool only allows image input, all the
documents will be converted to sets of images.

6https://github.com/e-lubrini/psylve

https://www.gnu.org/software/bash/
https://github.com/e-lubrini/psylve
https://github.com/e-lubrini/psylve
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OCR text extraction

For the extraction of text via OCR, a total of five tools were integrated in thepipeline
(see Table 4.3 for a full list of tools used). The user can choose the preferred tool by
editing the configuration file and additional tools can be easily integrated by follow-
ing the instructions in the documentation. The tools differ along various parameters,
such as special character recognition and multi-column content alignment. In order
to evaluate the best tool for any one specific database of documents, an evaluation
pipeline was implemented. Based on the results, the user can make a more informed
decision on which tool to use for the OCR extraction and select it from the configu-
ration file.

Evaluation of the task An evaluation pipeline was provided in the form of a note-
book in order for the user to identify the OCR tool that best performs on a specific
dataset. The performance of some OCR tools could be affected depending on var-
ious characteristics of the input documents, such as language, presence of special
characters, page layout, structural composition. For this reason, the best perform-
ing tool for the documents in the PsylVe database might not be the best for other
databases. Evaluating the pipeline with different parameters and tools is therefore
encouraged.

Embedded text extraction

Some documents are embedded with additional XML information that can some-
times be useful depending on the domain of application. In the case of biology as
a domain of application, the formatting is sometimes important when categorising
information. For an example of the role of formatting in nomenclature, see section
Section 2.1.2.

Language recognition and translation to English

The data output by the text extraction module described in this section is to be in-
put to an information extraction module assembled using AlvisNLP. Since the Om-
nicrobe pipeline only works with English, the extracted texts that are in different
languages need to be translated to English. For this purpose a language recognition
enchained with translation was implemented.

Spellcheck

The tool comparison pipeline described in Section 4.2.1 uses a spell checker tool to
evaluate the quality of the tool output, computing a score based on the amount of
correctly spelled words, since the number of OCR errors should be correlated to the
number of spelling errors.

4.2.2 Future usage

The text extraction application is currently being integrated to be a module in the
AlvisNLP (Ba and Bossy, 2016) tool to facilitate its usage in similar pipelines devel-
oped at the MaIAGE, firstly the future pipelines to be conceived within the BEYOND
project.
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4.3 KB Development

This section will describe the development of the PsylVe ontology, which will al-
low reasonment on the occurrences extracted from texts, treated as instances of the
hereby defined classes. The ontology will not only include the annotation scheme
for the IE extraction from text, but also a comprehensive biological framework of
knowledge linked to the already existing resources, such as the NCBI Taxonomic
Database, and planned to be linked to additional resources such as the Ontobiotope
ontology and the Psyl’list database (see Chapter 3 for a full presentation of the refer-
enced external resources). In the future, the model will allow entities corresponding
to the ontology detected by the IE module (Section 4.5) to populate a KB and, ac-
cording to preset model restraint, allow the expansion of the ontology.

The development of the ontology consisted in three main phases: initial drafting,
refinement, and encoding.

4.3.1 Initial drafting

For this phase the process followed was the one described by Noy and McGuinness,
2001, whose steps and results can be seen in Table 4.2.

The first step towards drafting the ontology consisted in defining a domain and
scope with the help of competency questions.

Example: A competency question that helped define the scope was: "Will a cer-
tain plant in a certain area be likely to host a certain pathogen vector?". By consequence
the scope was set to include the transmission of diseases by vectors, as described in
Table 4.2.

External resources were also considered. In particular classes from the NCBI Tax-
onomy Database were integrated in the ontology.

Example: the "organism" class in the PsylVe ontology corresponds to the "cellu-
lar organism" in the NCBI Taxonomy Database.

In order to begin defining elements of the ontologies, a list of important terms was
redacted, which were subsequently assigned to the different roles in the ontology,
that is classes, properties and relations.

Example: The term "vector", a pivotal term within the domain of the ontology,
was initially assigned the role of class.

4.3.2 Refinement

The second phase consisted in refining the ontology via a continuous exchange with
a domain expert7 and a knowledge representation expert8 to improve the structure
and content of the ontology.

7Nicolas Sauvion (entomologist)
8Prof. Catherine Faron Zucker
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Step 1. Determine the
domain and scope of the
ontology

Objective:
Ontology-based text mining for geographical
distribution of pathogen vectors.

Competency questions

• Will a certain production line be affected by
a certain disease this year?

• Will a certain plant in a certain area be
likely to host a certain pathogen vector?

• Can a certain organism host a certain
pathogen?

Scope:
The scope of classes includes: the roles played
in the pathogen transmission interaction be-
tween organisms, diseases resulting from vected
pathogens, and human activities affected.
For the scope of instances, see Table 2.1.

Step 2. Consider reusing
existing ontologies

See Section 3.2 for a presentation of external on-
tologies.

Step 3. Enumerate im-
portant terms in the on-
tology

Terms:
vector, organism, pathogen, disease, human ac-
tivity, location, time.

Step 4. Define the
classes and the class hi-
erarchy

Classes:
InanimateEntity, Disease, Host, HostPlant, Shel-
terPlant, FoodPlant, Guest.

Step 5. Define the prop-
erties of classes—slots

Properties:
ill, organic, living, nonLiving, isPest, mouth-
Pieces.

Relations:
Transmits, Carries.

Step 6. Define the facets
of the slots

Transmits: cardinality = 1; domain = Insect; co-
domain = Pathogen. Carries: cardinality = na;
domain = Insect; co-domain = Pathogen.

Step 7. Create instances Given the definition of instances (see Sec-
tion 2.3.1) used in the PsylVe project, i.e. occur-
rence data, instances were considered to be out
of scope for the current development of the KB

TABLE 4.2: Steps in the first draft of the ontology.
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The domain expert provided a comprehensive summary of the domain knowl-
edge in natural language, while the knowledge representation expert provided a
plan for its representation via logical formalisms.

The result of this initial phase was a two-column table containing natural lan-
guage sentences in the left column and their First Order Logic representation on the
right. This was followed by regular interactions, alternating between specialists, as
mentioned above, in an attempt to improve the representations in preparation for
the encoding of the ontology (see Section 4.3.3).

Example: Although initially, a relation VectorOf had been defined, it be-
came apparent that the predicate implied the relation to be binary, while, in real-
ity, transmission relationships are ternary, involving a vector, a host plant, and a
pathogen. As expressed above, the purpose of this phase was to prepare the rep-
resentations to be encoded in a logic description language, making ternary rela-
tionships impossible to be defined as relations. Therefore, such relationships were
defined as classes, to be instantiated and linked via secondary relations to each of
the participants. For example, the relation VectorOf was substituted with the
class PathogenTransmissionRelation , whose instances are linked to subclasses
of VectingCarrier (the vector), Plant (the infected plant), and Pathogen (the
pathogen being transmitted).

More concretely, in the case of the transmission relationship in the scope of the In-
ternship, the class PathogenTransmissionRelation has to be instantiated and
linked to the respective NCBI classes representing the taxa C. pruni, Prunus, and
Ca. P. prunorum.

MemberO f (r, PathogenTransmissionRelation )

⇐⇒ ∃v, hp, p (

MemberO f (v, VectingCarrier )

∧ has_participant (r, v)

∧ MemberO f (hp, Plant )

∧ has_participant (r, hp)

∧ MemberO f (p, Pathogen )

∧ has_participant (r, p)

)

This should be read as r is an instance of a transmission relation if and only if it has
an associated vectorcarrier, an associated plant and an associated pathogen.

4.3.3 Encoding

The final step was the encoding of the ontology using turtle syntax. This specific
syntax was chosen thanks to its human readability and compact representation style.
The result of this step is a turtle file9 that can be found on the project repository. It
includes 45 owl:Class and 9 owl:ObjectProperty .

9https://github.com/e-lubrini/psylve/blob/main/src/ontology/ontology.ttl

https://github.com/e-lubrini/psylve/blob/main/src/ontology/ontology.ttl
https://github.com/e-lubrini/psylve/blob/main/src/ontology/ontology.ttl
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4.4 Information Extraction from text

The objective of the pipeline is to extract observation data contained in various doc-
uments. In the context of vector geographical distribution mapping, observations
are conceptually constituted by a quaternary relation between four entities: a vector,
its host plant, and the date and location of the observation and practically corre-
spond to classes and properties as described above. Some preliminary experiments
were carried out to have an overview of possible issues to be targeted in the imple-
mentation of NER methods. In this chapter such preliminary experiments will be
addressed in Section 4.4.1, together with a discussion of the results, followed by the
methodology used for the NER in Section 4.5.1.

Since the relationship extraction was left for future development, the results of
the NER subtask are the final results of the last processing module and, thus, the
final results before the evaluation. The results of the IE module will be discussed in
the evaluation.

4.4.1 Preliminary experiments

According to the original Internship objectives, the PsylVe IE module was planned
to be inspired on the Omnicrobe IE pipeline. In order to identify problems to be ad-
dressed in the current and future development of the IE module, four representative
and short texts extracted from the C. pruni document database were processed using
the Omnicrobe IE pipeline.

The extracted texts resulting from the corresponding pipeline module were pro-
cessed with the Omnicrobe NER pipeline and the resulting NER annotations were
manually evaluated and discussed with the two supervisors, specialists of biology
and NLP, respectively (see ??)10 (Tamanini, 1955; Gjonov, Cassar, and Mifsud, 2020;
Horwood and Fitch, 1919; Özgen1, Gözüaçık, and Burckhardt, 2012).

Methodology

To visualise the annotations, we used html format: the results of the four documents
being processed were three HTML files containing an annotated version of their
contents, with the annotations reflecting the entities that were detected by the Om-
nicrobe pipeline, namely microorganisms, taxa, and hosts. Six types of annotation
errors were defined to be checked: three related to annotation boundaries, i.e. too
wide, too narrow, and skewed, two related to detection, i.e. false positive and false
negative, and one related to labelling, i.e. wrong label.

The HTML files were manually analysed in order to detect these annotation er-
rors: In the following stage of the analysis, a cause of such annotation errors was
identified within the pipeline. A total of 9 causes were identified: case sensitivity,
discontinued entity coordination, encoding, foreign term, morphological variation,
outdated term, pattern recognition, POS tagging, polysemy, pragmatics, and text
extraction.

10Given the labour extensive nature of manual annotation tasks, only the results of a limited num-
ber of documents were annotated (see Section 4.4.1). More precisely, manual efforts were optimised
by choosing the smallest document sample that would be linguistically representative of the whole
dataset. Finally a total number of four documents was selected taking into account different periods
of publication, presence or not of embedded text, and variety of languages.
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Results and discussion

After the manual annotation11 of the Omnicrobe pipeline results on the selected sub-
set of the preprocessed C. pruni document database, a number of issues were identi-
fied.

Case sensitivity

Example Undetected string: "HEDGES"

Issue Some tokens, especially those composing vernacular names, which are
not subject to taxonomic nomenclature formatting standards, are occasionally
capitalised, often due to document formatting choices.

Solutions

– Disabling case sensitivity when a whole multi-character token is capi-
talised.

pros - Since taxonomic nomenclature does not apply capitalisation
on whole tokens to encode information (as opposed as italicisation,
which can be used to encode ranking information), case sensitivity of
rules can be deactivated in cases of a whole tokens being capitalised,
as it signals taxonomic nomenclature formatting standards are not
being respected.
cons - The main downside is constituted by polysemy, as capitalisa-
tion could be used either for style formatting reasons or to point to a
specific meaning, such as in the case of acronyms.

Discontinued entity via coordination

Example Undetected string: "Urtica dioica" in "Urtica urens and dioica"

Issue Wordforms belonging to the same entity can be discontinued, for ex-
ample, via coordination, where a first wordform belonging to two separate
entities is not repeated after the coordination, as it remains implied.

Solutions

– When an entity α composed of a sequence of n tokens precedes a coordi-
nation, all combinations of length n composed of the first n − x tokens of
α and x tokens following the coordination, for all 0 < x < n will be tested
with the NER algorithm.12

pros - Both recall and precision of this method should approximate
to one with coordinated entities of the same length.

11Full annotationfor full annotations) available at https://github.com/e-lubrini/psylve/tree/
internship/src/ner/data/preliminary_experiment.csv

12In the provided examples, the entity α "Urtica urens" was detected, preceding a coordination.
Given that the entity is of length n = 2, the only possible 0 < x < n is x = 1 so the first n − x = 1
token(s) of α - "Urtica" - will be joined with the x = 1 token(s) after the coordination - "diotica" - and
"Urtica diotica", of length n, will be checked with the NER algorithm to decide whether it corresponds
to one of the requested entities.

https://github.com/e-lubrini/psylve/tree/internship/src/ner/data/preliminary_experiment.csv
https://github.com/e-lubrini/psylve/tree/internship/src/ner/data/preliminary_experiment.csv
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cons - Checking all coordinations preceded by an entity could be time
consuming. Additionally patterns such as attributes separated by
Additionally, complexity will increase with the number of tokens in
consideration. State of the art algorithms will take a-t least O(3n/3)
steps, where n is the number of tokens (Wang et al., 2021).

FIGURE 4.4: Detection of discontinued entity via coordination

Encoding

Example Undetected string: "Lady’s Fingers"

Issue The visual similarity of some characters, in particular special characters,
can cause errors by the OCR tools.

Solutions

– Detection of characters’ common properties during NER13.

pros - Flexibility in the choice of treatment depending on the task to
be performed and, possibly, other variables, such as Unicode char-
acter groups (e.g. treating some Unicode groups but not others) or
document metadata (e.g. whether the text was extracted by OCR or
was already embedded).
cons - This solution would need the implementation of a new module
in the AlvisNLP software.

– Normalisation of characters according to common Unicode properties
during the text extraction module.

pros - Avoiding possibly having to address the issue multiple times
in several following tasks, by solving the problem at the root.
cons - Reduced flexibility in the choice of treatment during following
pipeline tasks, since some data will be lost in normalisation.

Foreign vernacular name

Example Undetected string: "psillidi"

Issue Vernacular names sometimes differ from language to language, there-
fore, translated documents in languages other than English might still include
foreign terms as vernacular names. The problem has a greater impact when
the taxonomic nomenclature is not used, as the identification of the taxon only
relies on the normalisation of such foreign vernacular terms.

13In Unicode, the encoding system used by AlvisNLP, character properties are properties that sets of
characters have in common, which value can be used to define character groups. For example, all char-
acters with the property White_Space=yes are grouped into the set of ’whitespace’ characters.
This can be useful to process all white spaces independently of the specific character used.
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Solutions

– Exploit a multilingual database.

pros - Can be systematically applied to most well-resourced languages.
cons - Any two languages could use similar vernacular names for
different taxon or might not have an equivalent in English.

– Normalise wordforms via language-specific morphological rules.

pros - Can be applied in absence of structured data in a given lan-
guage.
cons - Any two languages could use similar vernacular names for
different taxon or might not have an equivalent in English, therefore
morphological rules might not apply. Additionally, building rules
for each language of interest might be time consuming and involve
extensive linguistic research.

Morphological variation linked to POS

Example Undetected string: "auchenorrhynchan"

Issue Sometimes, taxa present morphological variations, usually to allow it to
take on a different POS within the sentence14.

Solutions

– Create morphological rules.

pros - If rules are exhaustive, they can solve the need for additional
data on morphological variations.
cons - Recall could be low if morphological rules are not exhaustive.
Additionally, building rules for each language of interest might be
time consuming and involve extensive linguistic research.

– Relax restrictions. For example allow an entity to contain the desired term
while allowing the boundaries of the entity to span larger than the bonds
of the recognised characters.

pros - This solution is easy and quick to implement.
cons - Could generate false positives, such as in the case of some short
taxon names that can be often contained in common English words.

polysemy

Example Mislabelled token: "flesh".

Issue Some tokens can point to a different meaning depending on the context15

Solutions

– Polysemy is a common problem to which Machine Learning solutions
seem to hold the state of the art.

14In the provided example, "auchenorrhynchan" is composed of the morphemes "Auchenorrhyncha"
and the suffix "-an" which is generally used to turn a noun into an adjective and/or denote individuals
belonging to a group (e.g. Europe versus European)

15In the provided example, flesh was mislabelled as corresponding to the concept of the flesh of an
animal, while in the context it referred to the plesh of a fruit.
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pros - Current state of the art.
cons - Machine Learning approaches are often considered to be re-
source intensive and their quality depends on availability of a well
performing model or good quality input.

– Word distance and similarities between entities.

pros - Less resource intensive and variety in the approaches available
to calculate similarity.
cons - Less performing than state of the art methods.

POS tagging

Example Undetected string: "stalk" in "flower-stalk"

Issue When a token in a noun phrase is used as attribute and has an attribute
for the following token, if the first is considered an entity, the second should
be part of it too.

Solutions

– A rule can be implemented using POS tagging patterns as trigger.

pros - Relatively simple to implement and it gives flexibility to ad-
dress various POS patterns.
cons - Higly dependent on the exhaustivity of the implemented rules.
Because of this extensive linguistic research might need to be carried
out, or ad-hoc rules could be implemented based on manual annota-
tion of the issues in the treatment of the data.

Text extraction issue

Example Undetected string: "Payllopsis fraxini" because of incorrect spelling
(correct spelling: "Psyllopsis fraxini")

Issue The text extraction fails to convert the image text to the right set of char-
acters.

Solutions

– Introduce a taxon autocorrector to optimize the occurrence dataset taxa.

pros - It can correct tokens that are not normally included in other
dictionaries.
cons - If it is not very precise it will result it will overestimate the
amount of occurrences in a giving text, resulting on higher numbers
of false positive detection.

Unknown term

Example Undetected string: Bullace

Issue Some terms are not included in the exploited resources therefore the
Named Entity Recognition algorithm is unable to recognize them.

Solutions
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– Integrate further lexical resources into the NER algorithm.

pros - If we find lexical resources that cover many of the not included
entities we can increase the coverage of the system.
cons - Regardless of how many resources are included there is still
a possibility that not all the required entities are included, therefore
becoming less efficient without necessarily improving the coverage.

– Manually add synonyms encountered in the text.

pros - It allows domain experts to continuously add knowledge,
making it possible to keep updating the knowledge base as needed.
cons - Manually adding synonyms is time consuming and the pro-
cess is not efficient.

Pattern recognition

Hearst’s patterns such as enumeration, first described by HearstHearst, 1992.

Examples

Undetected string: "Blackthorn" in "Blackberry, Blackthorn, Blackthorn-
May, Buckthorn"

Undetected string: "Blackthorn Chats" in "Blackthorn Chats are the young
shoots"

Issue Failures in other methods can be stemmed via syntactic structure analy-
ses.

Solutions Some syntactic patterns commonly containing entities can be de-
tected via POS16 and punctuation17 detection.

pros - For the most common patterns the recall could drastically im-
prove, especially if compared to the relative low effort required to
build such rules.
cons - Depending on the rule, false positives could be common.

4.5 Information Extraction from text

The objective of the pipeline is to extract observation data contained in various docu-
ments. In the context of vector geographical distribution mapping, observations are
conceptually constituted by a quaternary relation between a vector, its host plant,
and the date and location of the observation.

Within the scope of the Internship, only NER was carried out. Normalisation
and RE were left for future work (see Section 6.2).

16As shown in one of the provided examples, a noun phrase followed by a copula verb and a noun
phrase containing an entity represents a common pattern in which the first noun phrase should be also
recognised as an entity.

17In one of the provided examples, a list of terms is detected, although not all relevant terms were
detected as entities. A rule could be set to detect enumeration of entities in order to recognise all
elements.
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4.5.1 NER

In this section, the strategies applied for the extraction of each of the four targeted
entities will be briefly discussed. Four different NER pipeline versions were imple-
mented. A different approach was used in each of the four versions, for the recog-
nition of taxonomic entities, i.e. those corresponding to the vector(C. pruni) and the
host plant (host plant), while the same strategy was implemented across versions for
the recognition of location and date respectively. Following is a list of the strategies
with their relative pros and cons. Full results and discussion will be provided in
Chapter 5.

Vector Given the scope of the current thesis (see Table 2.1) the vectors to be recog-
nised were set to the species complex C. pruni.

V1 Psyl’list projection of C. pruni - The names and historical synonyms of the de-
sired vectors (i.e. C. pruni) were extracted from the Psyl’list database and pro-
jected onto the extracted texts.

pros - As opposed to the NCBI dataset, Psyl’list has richer historical records
on the evolution of nomenclature around psyllid taxa, which means that
more word forms could potentially be recognised as belonging to a the
desired entity, namely the taxon corresponding to C. pruni.

cons - It is a very specific dataset with a a relatively small size compared
to the NCBI.

V2 NCBI taxon identification of C. pruni - An AlvisNLP module was used to ex-
tract word forms recognised by the NCBI Taxonomy Database (database pre-
sented in Section 3.2).

pros - The module has been already successfully implemented in the Om-
nicrobe pipeline. The amount of taxa included in the database allows for
flexibility regarding the choices of vectors to be included.

cons - Since the current scope only spans over a precise species complex,
the range of taxa included in the NCBI database is not being used to
its full potential. Additionally, the NCBI database might not be the best
resource in terms of recording historical nomenclature changes for each
taxon and, given the width of the publication date range of the inputted
documents, it might need to be complemented with external resources.

V3 NCBI taxon identification of psyllid - The same strategy that was used in ver-
sion 2, but with the scope extended from C. pruni to psyllid.

pros - This extending of the scope allows a larger number of vector enti-
ties to be extracted from the dataset. We expect this version to have the
highest recall of all versions.

cons - Since the scope is wider, other species in the same taxon may be
captured as vector entities, which is expected to decrease the overall pre-
cision of the results.

V4 ’pruni’ string match - A string match was used corresponding to the species
name C. pruni.
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pros - Since only the species of the vectorentities are extracted from a
given dataset, it is expected that the precision may be higher than version
3.
cons - While precision is expected to be higher due to the specificity of this
particular string match, it is also expected to decrease recall in instances
where the species name is not included.

Host Plant Given the scope of the current thesis (see Table 2.1) the host plant to be
recognised were set to the Prunus genus.

V1 Psyl’list projection of Prunus - The names and historical synonyms of the de-
sired host plants (i.e. Prunus) were extracted from the Psyl’list database and
projected onto the extracted texts.

pros - As opposed to the NCBI dataset, Psyl’list has richer historical records
on the evolution of nomenclature around psyllid taxa, which means that
more word forms could potentially be recognised as belonging to a the
desired entity, namely the taxon corresponding to Prunus.
cons - It is a very specific dataset with a a relatively small size compared
to the NCBI.

V2 NCBI taxon identification of Prunus - An AlvisNLP module was used to extract
word forms recognised by the NCBI Taxonomy Database (database presented
in Section 3.2).

pros - The module has been already successfully implemented in the Om-
nicrobe pipeline. The amount of taxa included in the database allows for
flexibility regarding the choices of host plants to be included.
cons - Since the current scope only spans over a precise species complex,
the range of taxa included in the NCBI database is not being used to
its full potential. Additionally, the NCBI database might not be the best
resource in terms of recording historical nomenclature changes for each
taxon and, given the width of the publication date range of the inputted
documents, it might need to be complemented with external resources.

V3 NCBI taxon identification of psyllid - The same strategy that was used in ver-
sion 2, but with the scope extended from Prunus to Rosaceae.

pros - This extending of the scope allows a larger number of host plants
entities to be extracted from the dataset. We expect this version to have
the highest recall of all versions.
cons - Since the scope is wider, other species in the same taxon may be
captured as host plants entities, which is expected to decrease the overall
precision of the results.

V4 ’Prunus’ string match - A string match was used corresponding to the species
name Prunus.

pros - Since only the species of the host plants entities are extracted from a
given dataset, it is expected that the precision may be higher than version
3.
cons - While precision is expected to be higher due to the specificity of this
particular string match, it is also expected to decrease recall in instances
where the species name is not included.
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Date In concordance with the format of the manually extracted occurrence data,
only the year is needed.

A RE detecting four consecutive digits starting with 1 or 2 was instantiated.

pros - A simple RE is easy and quick to implement. Chances of false
positives are relatively low, at least in the given application domain18.

cons - Whenever four consecutive digits starting with 1 or 2 are detected,
they will be automatically classified as dates, since no other discriminant
was set.

Location According to the available manually annotated dataset, the scope of the
location detection was set to country names.

Within the scope of the current thesis’ evaluation, only country names were
needed. A list of countries extracted from Wikidata19 was projected onto the
text.

pros - The solution was easy and quick to implement, on top of being
precise and easily customisable.

cons - No cons were detected for the purpose of identifying the country;
however if one wanted to detect a more precise location, a more compre-
hensive resource should be used.

4.5.2 Evaluation

The evaluation of the IE module of the PsylVepipelinecorresponds to the evaluation
of the whole pipeline, since the results outputted by this module are the final result
expected by the pipeline. See Chapter 5 for the evaluation of the pipeline.

18four-digit codes and numbers are not commonly found in the database documents, except when
referring to observation or publication years.

19https://www.wikidata.org/wiki/Wikidata:WikiProject_Countries

https://www.wikidata.org/wiki/Wikidata:WikiProject_Countries
https://www.wikidata.org/wiki/Wikidata:WikiProject_Countries
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Module Task
Main Tools

and Resources

Data Composition Analysis FCA
Python packages:

pysubgroup

Visualisation
Python packages:

matplotlib

seaborn

Text
Extraction

Image to PDF
Python packages:

fpdf.Fpdf

PDF to image

Python packages:
fitz

PIL.Image

OCR text extraction

Python packages:
pytesseract

Pypdf4

pdfminer.six

Pypdf4

TIKA
pdfreader

Embedded text extraction
Bash software:

GROBID

Language Recognition

Python package:
fasttext

Model:
lid.176.ftz

Translation to English
Python packages:

deep_translator

Spellcheck
Python packages:

enchant

Ontology
Development

Description frameworks:
owl rdf rdfs

Information
Extraction

Projection
AlvisNLP modules:
TabularProjector

Segmentation
AlvisNLP modules:

WoSMig SeSMig

Pattern matching
AlvisNLP modules:

PatternMatcher RegExp

Result export
AlvisNLP modules:

TabularExport QuickHTML

TABLE 4.3: NLP tools used for each task

https://fasttext.cc/docs/en/language-identification.html
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Evaluation

The pipeline developed during the Internship produced valuable results and is al-
ready being integrated in workflows to be exploited in various other projects at Ma-
IAGE. This pipeline represents a prototype to be used as the basis for more ambitious
developments. The evaluation of the proposed framework on our pipeline produced
satisfying results that show it is useful and functional; however, this results should
not be considered representative of the overall quality of the framework since they
only apply to a specific task of our pipeline.

For this reason, both quantitative and qualitative criteria were taken into account
in the evaluation module. The criteria used for the two evaluations are those men-
tioned in Section 2.4.

5.1 Quantitative evaluation

As mentioned in Section 2.4.2, three main scores will be used for the evaluation of
the PsylVe pipeline, each of which has its own implications on the related workflow
and can be prioritised over the others depending on the context.

In the case of the current pipeline, it is important to remember that the results that
are being evaluated are the output of a Named Entity Recognition pipeline, while
the reference data against which the results are being evaluated is not composed of
all entities found in the text, but rather a subset of entities that take part in specific
relations. Because the RE functionality has not yet been implemented, the objective
of this Internship was to maximise the recall, so that as many relevant candidates as
possible can occur in the RE phase.

Entity

Vector Host Location Date

NER V1 C. pruni in Psyl’list Host plants of C. pruni in Psyl’list Wikipedia list regex

NER V2 C. pruni in NCBI Prunus in NCBI Wikipedia list regex

NER V3 psyllid in NCBI Rosaceae in NCBI Wikipedia list regex

NER V4 "pruni" string match "Prunus" string match Wikipedia list regex

TABLE 5.1: Versions of the NER pipelines according to approach com-
bination
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5.1.1 Recall

In Figure 5.1, the recall scores were plotted against the entities to be extracted and
the NER pipeline versions, as defined in ??. It is important to point out that C. pruni
occurrence dataset contains some inexact data. On top of that, the multiple layers of
automation reduces the overall quality of the results.

Figure 5.1 (a), shows the recall plotted against the pipeline versions in the extrac-
tion of vector entities as described in Table 5.1. In the first version, the list of C. pruni
published by Psyl’list shows a low recall because of the strong constrains imposed
by the exact nomenclature. As expected, widening the scope from the species C.
pruni to all psyllid entities drastically increased the recall. In Figure 5.1 (b), the recall
was plotted against the pipeline versions when extracting host plant entities. Fig-
ure 5.1 (c) shows the maximum recall score which was obtained by the third version
of the pipeline. Figure 5.1 (d) shows the recall scores for all versions of the pipeline
grouped by the entity types.

(a) scale=0.75 (b) scale=0.75

(c) scale=0.75 (d) scale=0.75

FIGURE 5.1: (a) Recall for vector entities across pipeline versions (b)
Recall for host entities across pipeline versions (c) Maximum recall
for each entity type across pipeline versions (d) Recall scores for all

versions grouped by entities

5.1.2 Precision

Figure 5.2 shows the precision scores of all versions of the PsylVe Pipeline grouped
by entity type.
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FIGURE 5.2: Precision scores for all versions grouped by entities

The precision score is negatively affected in the NER stage before relationship
extraction. Since the relationship extraction module has yet to be implemented all
entities are being extracted regardless of whether or not they are related to entities
present in the dataset. This includes, for example, entities that do not form part of
an observation.

5.1.3 F1-score

The bias on the precision score described on Section 5.1.2 also affects the F1 score as
can be sen on Figure 5.3.

FIGURE 5.3: F1 scores for all versions grouped by entities
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5.2 Qualitative evaluation

5.2.1 Evaluation criteria

For this stage of the text mining pipeline evaluation the following criteria were taken
into consideration as presented in Spinakis and Peristera (2004).

Criterion 1: Data retrieval and result evaluation This criterion focuses on the
quantitative aspect of the result evaluation. Therefore, the scores mentioned in Sec-
tion 2.4.2 were used. See other criteria for the qualitative evaluation.

Criterion 2: Integration with other sources Integrating a text mining pipeline with
external resources allows for more and possible better results. The PsylVe pipeline
was integrated with a number of resources, which were presented in Chapter 3. To
recap, both features of an external pipeline (see Section 3.1) and structured data (see
Section 3.2 and Section 3.3) were integrated. This allows for compatibility with a sim-
ilar pipeline (Omnicrobe1) and compatibility with knowledge bases that are widely
used in the plant health domain. Additionally, the database integration allowed for
rigorous methodical access to peer-reviewed resources.

Criterion 3: Output format flexibility Allowing users to enable different outputs
improves the integration of the pipeline with other workflows. A number of output
formats are allowed within the PsylVe pipeline. The ones used for this thesis’ ex-
periments were json and csv for the quantitative evaluation and html for the
qualitative evaluation.

Criterion 4: Availability of result statistics and analysis In this project, the avail-
ability of result statistics and analysis was done.

As mentioned in section /ref the availability of statistics and analysis tools allow
the user to have a better overview of the results. Tools for evaluating the PsylVe
Pipeline are provided. These tools include:

steps for evaluation: design experiments analyse the results propose solutions -
attempt to anticipate the pros and cons of each solution.

Criterion 5: Combining linguistic and statistic methods In order to exploit the
potential of both linguistic knowledge and statistical tools, both can be integrated
into the PsylVe Pipeline with ease. This is due to its highly customisable nature.

An example of a linguistic tool that was implemented in this version of the
pipeline is NER. Due to a combination of time constraints of the Internship and the
size of the dataset to be processed, the implementation of statistical tools is left for
future iterations of the PsylVe Pipeline.

Criterion 6: Online tool availability Online availability of a tool widens its ac-
cessibility and potential userbase. The source code for the PsylVe pipeline is easily
accessible via the PsylVe GitHub repository2. Additionally, detailed documentation
was included in order to increase the ease of implementation in different domains.

1https://omnicrobe.migale.inrae.fr/
2https://github.com/e-lubrini/psylve

https://omnicrobe.migale.inrae.fr/
https://github.com/e-lubrini/psylve
https://omnicrobe.migale.inrae.fr/
https://github.com/e-lubrini/psylve


5.2. Qualitative evaluation 47

FIGURE 5.4: An example of HTML output of the pipeline.

Criterion 7: Result visualisation quality Visualising results in an easy-to-understand
and informative way allows for an overall better user experience and better integra-
tion in the user’s workflow. The PsylVe tool allows for an HTML output that visually
points to the requested information within the inputted text (see Figure 5.4).
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Chapter 6

Conclusion

The original goal of this Internship was to create an add-on for the Omnicrobe
Pipeline which automatically extracted C. pruni occurrence data. Over the course
of the Internship, the scope has expanded far beyond a simple add-on into a full-
fledged framework (as seen in Figure 1.4) with a proof-of-concept pipeline.

6.1 Results

The quantitative results were deemed satisfactory considering: (1) the amount of
consecutive levels of automation and (2) amount of features implemented relative to
the resources assigned to the Internship1.

In terms of qualitative results, the most obvious measure of success relates to
how well the framework contributes towards the objectives of the BEYOND project.
Since the framework is designed to be modular and easy to implement, it allows
biologists to save time and resources when analysing large datasets. Due to this, the
framework has already begun to be used in various projects in the MaIAGE depart-
ment of INRAE. However, some limitations of the current version of the framework
remain.

Due to the numerous consecutive layers of automation, both precision and recall
are not perfect, therefore the workflow of geographical distribution mapping should
be completed by manual intervention. The final section discusses future steps which
could be taken to improve the performance of pipelines created using this frame-
work.

6.2 Future Work

In this section, some possible future steps for each of the framework modules will
be outlined.

6.2.1 Database Setup

For what concerns the setup of the database, some improvements could still be made
to the tabular data, such as implementation of multiple tables within a SQL database,
in order to avoid information repetition and ensure proper indexing. Additionally,
automatic tools for metadata extraction that are currently being used in the data pre-
processing module could be moved earlier in the pipeline, in order to add valuable
information in the data analysis subtask.

1The implementation of more elaborate approaches (e.g. implementing current state of the art for
RE) and expensive tools (e.g. commercial OCR tools) was not feasible due to time and budget con-
straints.
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6.2.2 Data Preprocessing

Improvements of the OCR subtask could drastically improve results. As mentioned
in Section 4.5, the implementation of a taxon autocorrector would compensate for
the faults of the implemented OCR tools. Integration of other OCR tools could also
be considered.

6.2.3 Knowledge Base

The PsylVe ontology will be continuously improved by adding and refining its el-
ements and integrated into the IE pipeline. More ambitious developments would
include a system to cyclically populate a KB, propose and integrate ontology expan-
sions based on the newly acquired data, and use such expanded ontology to detect
more data.

6.2.4 Information Extraction

The Internship focused on the NER part of the IE, therefore normalisation and RE
have yet to be implemented and will be integrated in the following stage of the
project. Regarding the NER subtask, state of the art Machine Learning approaches
will be implemented.

6.2.5 Evaluation

Additional evaluation workflows could be implemented to evaluate each module.
Regarding the specific pipeline targeting C. pruni occurrences, the improvement and
correction of the mistakes in the C. pruni occurrence dataset, which was used for the
evaluation, in predicted to play an important role in the improvement of the quanti-
tative results.



51

Bibliography
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